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Resumo
A herança cultural de uma cidade é de grande importância para a manutenção e valorização
da sua história. Tecnologias inovadoras como Realidade Aumentada e Visão Computacional
podem ser utilizadas para dar ênfase a essas heranças que a própria cidade carrega de forma
atrativa e lúdica. Na cidade de Belém do Pará, os azulejos são um exemplo importante
da herança cultural presente na cidade, que remonta momentos e características de
sua fundação. O reconhecimento de imagens, por exemplo, pode facilitar a busca por
informações históricas sobre um determinado azulejo de maneira mais rápida, uma vez
que com apenas uma foto do azulejo suas informações seriam retornadas ao usuário, dessa
forma facilitando a busca e o acesso a informações sobre os azulejos, além da identificação
dos mesmos. Tendo em vista o que foi exposto, este Trabalho de Conclusão de Curso
apresenta um protótipo que utiliza Redes Neurais Convolucionais (CNN) para classificar,
através de imagens, os azulejos históricos de Belém. O treinamento da CNN utilizou três
bases de imagens, sendo a primeira composta por imagens que continham azulejos e outros
elementos do ambiente (paredes, portas, fachadas dos prédios, etc.), a segunda composta
por imagens com foco nos padrões de azulejos e a terceira composta por fotos tiradas da
tela do computador, a partir de imagens da segunda base, sendo que uma vez criadas
as bases são combinadas em uma base final utilizada no treinamento do modelo. Foram
utilizados 12 tipos diferentes de azulejos que representam as classes a serem reconhecidas
pela CNN. Dessa forma, após o treinamento é gerado o modelo do tipo tflite (Tensorflow
Lite) com as classes de azulejos, para ser utilizado na tarefa de classificação de imagem
em dispositivo móvel. Com o modelo e as classes definidas, foi criado para este trabalho
de conclusão de curso uma aplicação em que o usuário tira uma foto de um azulejo e são
retornadas as quatro classes com as melhores acurácias e as informações históricas dos
azulejos classificados. Para a tarefa de classificação de imagens, foi criado um módulo
que reúne as funções necessárias para a tarefa de classificação de imagens e que pode ser
reutilizado em outros projetos.

Palavras-chave: Reconhecimento de Imagem. Herança Cultural. Azulejo. Redes Neurais
Convolucionais. Tensorflow lite.



Abstract
The cultural heritage of a city is of great importance for the maintenance and enhancement
of its history. Innovative technologies such as Augmented Reality and Computer Vision can
be used to emphasize these legacies that the city itself carries in an attractive and playful
way. In the city of Belém do Pará, tiles are an important example of the cultural heritage
present in the city, which goes back to the moments and characteristics of its foundation.
The recognition of images, for example, can facilitate the search for historical information
about a certain tile in a faster way, since with just one photo of the tile, your information
would be returned to the user, thus facilitating the search and access to information on
the tiles, in addition to their identification. In view of what has been exposed, this Course
Conclusion Paper presents a prototype that uses Convolutional Neural Networks (CNN)
to classify, through images, the historical tiles of Belém. CNN’s training used three image
bases, being the the first composed of images that contained tiles and other elements of
the environment (walls, doors, building facades, etc.), the second composed of images
with a focus on tile patterns and the third composed of photos taken from the computer
screen, from of second base images, and once created the bases are combined into a final
base used in training the model. Twelve different types of tiles were used, representing
the classes to be recognized by CNN. Thus, after training, the tflite model (Tensorflow
Lite) with the classes of tiles is generated, to be used in the image classification task on
a mobile device. With the model and the classes defined, an application was created for
this conclusion work in which the user takes a picture of a tile and the four classes are
returned with the best accuracy and the historical information of the classified tiles. For
the image classification task, a module was created that gathers the necessary functions
for the image classification task and that can be reused in other projects.

Keywords: Image recognition. Cultural heritage. Azulejo. Convolutional Neural Networks.
Tensorflow lite.
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1 Introdução

Uma das atividades importantes para economia e identidade cultural é o turismo
(Awang, Hassan e Zahari, 2009) e dentre as suas várias modalidades, uma das que mais
expressa a identidade de uma cidade é a visitação e apresentação da sua herança cultural,
tanto em forma física (como edificações, avenidas, etc.) como a exposição de suas histórias
e costumes associados (Williams, 2014).

A cidade de Belém do Pará (Brasil) é detentora de uma vasta herança cultural,
possuindo, por exemplo, patrimônios físicos construídos em diversos momentos da história
da cidade. entre os patrimônios físicos, destaca-se o acervo de azulejos fabricados na Europa
que foram trazidos para decorar a casa de pessoas influentes entre os séculos XVIII e XX
(Arruda e Sanjad, 2017). A quantidade expressiva de azulejos no patrimônio de Belém
foi crescente principalmente no período de crescimento econômico da cidade (Alcântara,
Brito e Sanjad, 2016), quando ela deixa de ser uma economia de subsistência e passa a ser
voltada para o mercado.

Belém do Pará possui uma diversidade expressiva de padrões diferentes de azulejos,
sendo que eles foram catalogados em forma de livro (Alcântara, Brito e Sanjad, 2016)
publicado pelo IPHAN (Instituto do Patrimônio Histórico e Artístico Nacional) sendo o
maior acervo de azulejos da cidade já publicado, contendo vários tipos de azulejos como
padronagem, painéis entre outros.

Toda essa riqueza histórica já é apresentada ao turista de maneira narrada ou por
meio de livros, mas poderia ter o auxílio de novas tecnologias que transmitissem essa
herança cultural de maneira mais interativa e lúdica. Além disso, a própria atividade
turística tem se caracterizado cada vez mais pela independência do visitante com o auxílio
de tecnologias como aplicativos móveis que auxiliam a visitação e exploração de pontos de
interesse e conteúdos associados (Kounavis, Kasimati e Zamani, 2012).

Dentre as áreas de tecnologia da informação que podem ser utilizadas para auxílio
do visitante (Godoy et al., 2019) destacam-se as aplicações móveis, cidades inteligentes,
redes de computadores, processamento de imagens e visão computacional. Dentro do
escopo deste trabalho está a aplicação de técnicas de visão computacional para facilitar a
obtenção de conteúdos sobre um determinado azulejo somente a partir de uma foto dele,
que pode ser obtida através da câmera de um celular.

Visão Computacional (VC) (Neves, Neto e Gonzaga, 2012) é uma área que está
envolvida com a computação gráfica, contém intersecções com áreas como síntese e
processamento de imagem além de utilizar muitas técnicas e algoritmos que advêm do
Aprendizado de Máquina (AM). A VC visa a aproximação do processo de reconhecimento
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feito pelo ser humano e pela máquina (Reis, Albuquerque e Castro, 2001).

Com a constante evolução da tecnologia e a busca crescente por inovação, há uma
grande variedade de aplicações para a área de VC, tendo como exemplos de aplicações na
área, a ajuda no diagnóstico de doenças (Silva et al., 2020), o reconhecimento de rostos
visando aplicação de filtros em aplicativos (Lucena, 2019), além de aplicações que envolvem
a questão cultural, com o intuito de apresentar informações adicionais ao reconhecer dada
imagem, como em museus e para a área de turismo (Martins, Malta e Costa, 2015).

Dentre alguns dos possíveis problemas ligados a identificação de imagens estão a
mudança de iluminação, deformação por propriedades físicas das câmeras, oclusão da cena
ou objeto de interesse, mudanças de ponto de vista e “background clutter” (nome técnico
para um grande volume de informação que não contribuem para a tarefa desejada) (Zendel
et al., 2017) (Pankanti et al., 2011). Dessa forma, com a possibilidade de ocorrência desses
problemas, é necessário um método capaz de fazer análises mais precisas, considerando a
variabilidade de imagens.

Em geral, entre os modelos mais comuns de AM voltados à classificação (Alpaydin,
2010), tomando como exemplo a detecção de algum objeto em uma imagem, as principais
características que definem o objeto devem ser extraídas utilizando técnicas e ferramentas
específicas para extração, tornando possível o treinamento e a realização da detecção do
objeto nas imagens. Entretanto, esse tipo de abordagem requer encontrar uma técnica de
extração de características eficaz, o que demanda bastante tempo e nem sempre alcança um
resultado suficientemente confiável. Visando contornar esses problemas, diversas abordagens
foram desenvolvidas, dentre elas o Aprendizado Profundo (AP).

Aprendizado Profundo (Indolia et al., 2018) é um tipo de AM, e uma de suas
características é ser um modelo de aprendizado que possui diversas camadas, onde cada
camada recebe como entrada a saída da camada anterior, afunilando cada vez mais a
representação do objeto desejado.

Considerando o que foi exposto, esse trabalho se utiliza de uma das técnicas de AP,
a Rede Neural Convolucional (CNN - Convolutional Neural Network). A CNN (O’Shea e
Nash, 2015) faz a combinação de partes das imagens fornecidas, fazendo comparações entre
estas pequenas partes chamadas de máscaras, que são padrões usados para verificar as
novas imagens. O conjunto de máscaras formam um filtro, e uma operação de convolução
é realizada em cada camada onde há filtros para revelar novos padrões. Os valores para as
máscaras nos filtros são aprendidos durante a etapa de treinamento da CNN.

Uma CNN é composta por duas principais camadas: a camada de convolução, que
são combinada inúmeras vezes, gerando assim novas imagens com mapas de ativação do
resultado da similaridade, onde uma função de ativação realiza a normalização dos valores
dessas ativações obtidas pela convolução; e a camada de subamostragem, comumente
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designada de pooling, onde a dimensão ou resolução da pilha de imagens fornecidas são
reduzidas a uma pilha de imagens de resoluções menores (Haykin, 2008).

Visando a classificação dos azulejos, foram utilizadas duas bases de dados previ-
amente construídas em (Santos et al., 2017), a primeira contendo apenas azulejos e a
segunda azulejos e outros elementos adjacentes (como ruas, paredes, vegetação, etc.) na
imagem. Dessa forma, foi feito o treinamento do modelo inteligente utilizando essas bases
de dados com a finalidade desse modelo classificar azulejos a partir de novas fotos obtidas
por usuário da aplicação.

1.1 Justificativa
O turismo, e suas atividades relacionadas, são importantes para uma cidade tanto

a nível econômico quanto a nível de preservação e divulgação do seu patrimônio histórico
e cultural. Inovações agregadas à essa importante atividade humana tem relevância tanto
pelo fato de adaptar essas atividades à evolução tecnológica atual, quanto de promover e
dar um envolvimento mais lúdico para a herança cultural de uma cidade.

A cidade de Belém, Pará, possui uma grande riqueza e diversidade de heranças
culturais, dentre elas os azulejos visto que a cidade possui um grande acervo. Dessa forma,
em virtude da dificuldade de identificar e buscar por informações sobre esses azulejos,
este trabalho de conclusão de curso, apresenta uma aplicação que utiliza classificação de
imagens, uma das técnicas que estão no estado da arte de VC, agregado com o conteúdo
sobre azulejos presentes da cidade de Belém, facilitando o acesso as informações dessa
herança cultural.

Em adição, foi criado um módulo que reuni as funções necessárias para a tarefa de
classificação de imagens, para que através da utilização de CNNs seja possível classificar
azulejos históricos da cidade de Belém do Pará. Em suma, buscando o aprendizado da
área de Reconhecimento de imagens e procurando solucionar problemas existentes na área.

1.2 Objetivos
O objetivo do trabalho é utilizar uma Rede Neural Convolucional para Classificar

Azulejos Históricos de Belém.

Os objetivos específicos são:

• Criar uma base sobre informações de azulejos históricos em formato digital contendo
as informações e imagens dos azulejos;
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• Treinar e disponibilizar um modelo de CNN que classifica imagens de azulejos
conforme seu tipo;

• Desenvolver módulo classificação de imagem contendo atributos e funções necessárias
para realizar a tarefa de classificação, além de levar em conta a facilidade de uso
de suas funções pelo programador e a reutilização do módulo em outras aplicações
android, que necessitem de um classificador de imagens;

• Desenvolver aplicação que utiliza o módulo criado para a classificação de imagens de
azulejos capturados pela câmera de um dispositivo móvel, além de apresentar suas
informações históricas.

1.3 Organização do Trabalho
Este Trabalho está dividido em sete capítulos: Introdução, Teoria Relacionada,

Trabalhos Relacionados, Base de Dados, Treinamento do Modelo, Implementação e Con-
clusão.

• Introdução: Apresenta de forma geral, as áreas de conhecimento utilizadas e
necessárias para a criação do trabalho, além da sua justificativa e objetivos;

• Teoria Relacionada: Apresenta os conceitos base para a compreensão do texto;

• Trabalhos Relacionados: Apresenta os trabalhos relacionados a este publicados
na literatura acadêmica;

• Base de Dados: Explica a criação da base de dados disponibilizada e usada no
trabalho.

• Treinamento do Modelo: Mostra os procedimentos feitos para o treinamento da
CNN, assim como, os resultados de eficiência do treinamento.

• Implementação: Apresenta do módulo de classificação e a aplicação de reconheci-
mento de azulejos históricos de Belém para dispositivos móveis.

• Conclusão: Conclui o trabalho e define direções para trabalhos futuros.
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2 Teoria Relacionada

Este capítulo apresenta conceitos que serão utilizados no trabalho e importantes
para o entendimento da pesquisa.

2.1 Aprendizado de Máquina
Com a população tendo acesso a informatização, diversas tecnologias passaram

a fazer parte do dia a dia da população de uma forma natural, sendo muitas vezes
dificilmente perceptível. O Aprendizado de Máquina (Mohri, 2018) não é uma exceção,
sendo caracterizado como um sistema que utilizando suas próprias experiências consegue
modificar o seu comportamento, ou seja, suas regras e lógicas necessárias para a execução
de uma determinada tarefa, com o mínimo de interferência humana. Essas regras, são
determinadas com base no reconhecimento de padrões dentro dos dados analisados.

Existem diversas abordagens para o aprendizado de máquina, sendo o aprendizado
profundo ou deep learnig uma das mais conhecidas. Segundo Liu et al. (2017), o aprendizado
profundo é bastante utilizado para solucionar problemas com grandes quantidades de
dados, sendo que entre algumas de suas abordagens que obtiveram sucesso, para este
trabalho vale destacar as que envolvem visão computacional e reconhecimento de padrões.

2.2 Redes Neurais
Tecnologias que auxiliam na resolução de problemas são indispensáveis para melho-

rar questões de eficiência e resolução de tarefas que demandam muito esforço. Assim, um
sistema computacional capaz de resolver problemas complexos como o ser humano, seria
uma ferramenta de grande ajuda. Em 1943, Warren Mcculloch e Walter Pitts produziram
a ideia de rede neural, usando como analogia células nervosas e processamento eletrônico,
(Rojas, 1996).

Uma Rede Neural (O’Shea e Nash, 2015), é um conjunto de estruturas (ver Figura
1) chamadas de nós, semelhantes a neurônios, conectadas entre si e agrupadas em camadas
de entrada, intermediárias (ocultas) e de saída, que possibilitam a identificação de padrões,
classificação e agrupamento de dados. Essa estrutura tem a capacidade de aprender padrões,
através de ciclos de treinamentos, possibilitando a melhoria de sua acurácia a cada ciclo.

Redes Neurais apresentam excelente resultados em tarefas de cognição humana
baseadas em imagem e som (LeCun, Bengio e Hinton, 2015), já que os ciclos de treinamento
fazem com que a rede aprenda que características são importantes dentro da tarefa. Em



15

Figura 1. Representação padrão de uma Rede Neural Simples. Uma camada de entrada, e
uma de saída estão sempre presentes, e várias camadas ocultas (internas) podem
constituir a arquitetura de uma Rede Neural.

Figura 2.5: Arquitetura padrão de uma rede neural composta por perceptrons. A arquitetura
inclui uma camada de entrada, duas camadas internas e uma camada de saída.

reversa é processo de passagem da informação no sentido reverso da rede [14]. Nesse processo,
haverá a atualização dos parâmetros da rede. O algoritmo de propagação reversa é de extrema
importância para o processo de aprendizagem da rede neural [12]. Pode se dizer que é durante
a propagação reversa que a rede está de fato aprendendo a executar uma tarefa. O objetivo da
propagação reversa é alterar os valores dos pesos de cada camada. Dessa forma, pode-se mapear
corretamente as entradas às saídas. Existem diferentes algoritmos que podem ser utilizados para
realizar as etapas da propagação reversa. Neste trabalho são utilizadas a entropia cruzada como
função de erro e a RMSProp, do inglês root mean squared propagation, como função de otimização
[15]. Ambas essas funções serão explicadas a seguir.

No processo de aprendizado, o resultado d a propagação direta é comparado ao resultado
desejado. Caso, eles sejam iguais não há a necessidade de se alterar os parâmetros da rede. No
entanto, se o resultado emitido pelo modelo for diferente do resultado correto, deve-se fazer a
atualização dos parâmetros das camadas da rede. Os resultados são comparados através de uma
função de erro. Essa função retorna uma medida entre a diferença do resultado esperado e o
resultado obtido. A função de erro é dada por:

E = −1
N

N∑

i=1

m∑

j=1
[yij log(pij)], (2.4)

onde i é o índice do número de exemplos utilizados, yi é a i-ésima classe de cada exemplo e pi
é o resultado predito pelo modelo para o i-ésimo exemplo. Considerando que cada parâmetro
contribui em parte com o erro de uma predição, é possível calcular a contribuição desse parâmetro
para o erro total. A saída de cada camada da rede neural é a entrada da próxima camada, ou
seja, pode-se utilizar a regra da cadeia para se encontrar a derivada parcial do erro com relação a
cada parâmetro da rede. A equação da contribuição de cada erro é dada por:

J(θt,k) = ∂E

∂θt,k
, (2.5)

8

Fonte: retirada de (Costa, 2018)

questão de imagem, fatores como iluminação, deformação, oclusão e objetos semelhantes
são considerados menos importantes e não afetam tanto o resultado.

2.3 Redes Neurais Convolucionais
As técnicas convencionais de aprendizado de máquina (LeCun, Bengio e Hinton,

2015), tinham em comum a necessidade de uma complexa e cuidadosa engenharia quanto
a extração das características a partir dos dados fornecidos, necessitando até mesmo de
pessoas capacitadas e com profundo conhecimento em relação ao domínio do problema,
para o auxílio da identificação das características relevantes.

Uma Rede Neural Convolucional (CNN) funciona a base de aprendizado de represen-
tações (LeCun, Bengio e Hinton, 2015), onde não é preciso extrair as características já que
a própria rede aprende apenas com os dados fornecidos decidindo o que é importante para
o problema, cortando assim a necessidade de ter um especialista do domínio e facilitando
a extração das características presentes nos dados. Com isso, uma CNN é um modelo
matemático que é utilizado em visão computacional (VC), para a resolução de problemas
ligados à classificação de imagens. A figura 2 apresenta a primeira CNN publicada, a
LeNet.

Uma CNN é composta de várias “camadas”, a principal delas a camada de convo-
lução (O’Shea e Nash, 2015), onde são aplicados filtros (um conjunto de modificadores)
em recortes da imagem, buscando a retirada de características. Esses filtros são capazes
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Figura 2. Arquitetura LeNet, primeira CNN publicada. As indicações na imagem indicam
Convoluções, Pooling e Camadas conectadas ao final. Fonte: (LeCun et al., 1998)

.

de retirar características mais complexas camada a camada com maior precisão, sempre
levando em conta a melhor forma possível de representar as características presentes na
imagem.

A camada de pooling (O’Shea e Nash, 2015), é responsável por agrupar os mapas
de ativação da imagem e os filtrar em um subconjunto, dessa forma tornando possível,
por exemplo, modificar as dimensões da imagem dependendo da situação, mantendo as
principais características que foram encontradas, além de diminuir a força de computação
necessária. Por fim as camadas totalmente conectadas (O’Shea e Nash, 2015), que produzem
pontuações ou votos de classe a partir dos valores de ativações gerados nas camadas
anteriores, sendo assim usado para a classificação do padrão.

Dessa forma, a Rede Neural Convolucional necessita de diversas camadas, saindo do
reconhecimento de características mais “comuns” para o reconhecimento de características
mais complexas, com o passar das etapas, variando entre etapas de convolução e pooling
(ver Figura 3).

Figura 3. Recorte de camadas de uma CNN, exemplificando a variação entre camadas de
convolução e pooling

Camada Convolucional Camada ConvolucionalCamada de Pooling Camada de Pooling

(...)

Convolução ConvoluçãoSubAmostragem SubAmostragem

Fonte: criado pelo autor
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Após as etapas iniciais, o treinamento é a etapa de aprendizado da rede neural
(Zhou, 2018), consistindo de um processo interativo de ajustes sobre os pesos. Esses ciclos
são baseados no método do gradiente, um método de otimização de função para encontrar o
menor valor de uma função. No caso da CNN, foi feita a otimização da rede para encontrar
o menor erro.

Dessa forma, uma rede necessita de muitos ciclos de treino e verificação, para que
os pesos possam ser ajustados a cada ciclo, tendendo a diminuir o máximo possível o erro,
sendo feitas verificações sobre a discrepância dos valores obtidos em relação aos valores
esperados.
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3 Trabalhos Relacionados

Neste capítulo, são apresentados os trabalhos relacionados aos principais assuntos
abordados nesta pesquisa, apresentando os objetivos, as técnicas utilizadas e os resultados.

Em Rocha (2017), o autor faz uma análise sobre realidade aumentada visando as
possibilidades que esta área pode proporcionar para o jornalismo, tendo como objetivo,
a inovação da maneira como as notícias são apresentadas e novas maneiras de interação
com o leitor. Neste trabalho, foi apresentada a evolução cronológica da tecnologia de
realidade aumentada, além dos usos no meio jornalístico utilizando principalmente QRcode,
por exemplo, em capas de revistas. Como resultado, a adesão à tecnologia depende do
conhecimento do usuário sobre como utilizá-la, dos diferentes possíveis usos e das mudanças
na sociedade no futuro.

Em Godoy et al. (2019), os autores apresentam o desenvolvimento de uma aplicação
mobile, voltada para o turismo, que permite a exploração e acesso a informações, de âmbito
histórico e cultural, em diversos locais pelo município de Santiago/RS. Dos benefícios
obtidos, destaca-se a possibilidade de obtenção de conhecimentos culturais e históricos
acerca da localidade.

Em Silva et al. (2020), são apresentadas três implementações de redes neurais
convolucionais: ResNet50, VGG-16 e InceptionV3, com o objetivo de determinar qual
entre as três tem o melhor desempenho na classificação de imagem, para fins médicos. O
problema a ser solucionado é a dificuldade de interpretação de imagem de exames, devido
à complexidade e importância de um resultado preciso. Dessa forma, as estruturas e etapas
de cada implementação foram apresentadas e foi feito um estudo comparativo, utilizando
uma base de dados contendo imagens de raio-x de vários tipos de pneumonia (normal,
bacterial e viral), de diversas faixas etárias de pacientes.

Foi utilizada a técnica “Data Augmentation” para criar exemplos sintéticos durante o
treinamento do modelo, possibilitando a redução do overfitting) em redes neurais profundas.
Dentre as três arquiteturas testadas, a ResNet50 é a que obteve o melhor desempenho,
alcançando 95, 10% de f1-score, onde 785 imagens são classificadas corretamente, de um
total de 830, análise que é visualizada através da matriz de confusão.

Em Juraszek (2014), os autores têm como objetivo o reconhecimento de imagens de
produtos, com base em três métodos: palavras visuais usando descritores artificiais Bag of
Visual Words (BOVW), CNNs e descritores naturais (obtidos através de uma rede neural
previamente treinada em uma base distinta). Destacando a rede neural convolucional,
contendo três camadas de convoluções, que apresentou o melhor resultado entre as técnicas
selecionadas, além de tornar efetivo o uso de CNN como um descritor natural (transferência
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de conhecimento), onde pesos podem ser reutilizados mesmo em bases distintas.

Em Martins, Malta e Costa (2015), os autores apresentam um estudo sobre realidade
aumentada e seu uso para o turismo, este que segundo os autores do trabalho apresenta
um grande crescimento de investimentos em tecnologias. Além disso, é apresentado o
projeto “Viseu na Palma da Mão”, com o objetivo de usar o recurso de celulares para, de
forma geral, que o usuário possa conhecer melhor a cidade. A ferramenta permite, além de
visualizar, a manipulação de objetos virtuais apenas apontando o aparelho para o objeto.

Os trabalhos dos autores (He, Wu e Li (2018); Trier, Reksten e Løseth (2021);
Lei et al. (2020)) utilizam realidade aumentada por imersão e processamento de imagens,
usando como base de dados imagens de museu e arte, a fim de proporcionar experiência e
conhecimento de herança cultural.

Os trabalhos de (Marto et al. (2021); Poux et al. (2020); Conde (2020)) apresentam
aplicações de realidade virtual por imersão, aprendizado profundo e redes neurais, usando
imagens de locais de patrimônio cultural, com a finalidade de proporcionar experiências
do visitante em diversos ambientes externos do patrimônio cultural.

Em (Lambers, Vaart e Bourgeois (2019); Trier, Reksten e Løseth (2021); Go-
dewithana et al. (2020); Bonhage et al. (2021)) usam novos métodos de redes neurais
profundas, processamento de imagens e a realidade aumentada em imagens arqueológicas,
com o propósito de gerar detecções de objetos arqueológicos desconhecidos, de diversos
locais, de forma inovadora, precisa e eficiente de diversos locais.

Em Kysela e Štorková (2015) aplicam a tecnologia de realidade aumentada como
método de ensino de história e turismo, através de uma aplicação móvel, baseada em
geolocalização, com o intuito de oferecer maneiras inovadoras de ensino de forma atraente
e eficaz.

Em (Alfonso et al. (2021); Huang (2021); Cauchi e Scerri (2019); Han et al. (2020);
Demir e Karaarslan (2018); Fukada, Kasai e Ohtsu (2014); Llerena, Andina e Grijalva
(2018)) usam recursos de realidade aumentada, aprendizado profundo e reconhecimento de
imagens, por meio de imagens, geolocalização e imersão, com a finalidade de proporcionar
passeios turísticos, por diversos pontos da cidade.

A Tabela 1, apresenta a classificação quanto à utilização das tecnologias em relação
aos artigos escolhidos para os trabalhos relacionados, além disso, é adicionado na primeira
linha o trabalho proposto para melhor comparação com os trabalhos relacionados. Dando
enfase as tecnologias de RA, Reconhecimento de imagens e os tipos utilizados. Destaca-se
que M&A é uma sigla para Museu e Artes criada para encurtar a tabela.
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Tabela 1. Tabela com assuntos presentes nos Trabalhos relacionados. Na primeira linha é
adicionado o trabalho proposto para melhor comparação.

Referência Tec. de RA Tec. de VC Área
Trabalho proposto - Aprendizado de máquina, CNN Turismo
Fukada, Kasai e Ohtsu (2014) GPS Reconhecimento de imagens por RA Turismo
Kysela e Štorková (2015) GPS - Ensino
He, Wu e Li (2018) Imersão - M&A
Demir e Karaarslan (2018) GPS IFT, SURF Turismo
Llerena, Andina e Grijalva (2018) GPS - Turismo
Godoy et al. (2019) GPS R-CNN Turismo
Cauchi e Scerri (2019) GPS - Turismo
Lambers, Vaart e Bourgeois (2019) - Aprendizado de máquina, CNN Arqueologia
Poux et al. (2020) - Nuvens de pontos, reconstrução 3D Patrimonio
Godewithana et al. (2020) Imagem SURF, CNN, SVM Arqueologia
Han et al. (2020) - TU-DJ-Cluster, aprendizado profundo Turismo
Hoang et al. (2020) - Deep Feature, image Stitching Turismo
Conde (2020) Imagem - Patrimonio
Lei et al. (2020) - VGG M&A
Huang (2021) Imagem - Turismo
Trier, Reksten e Løseth (2021) - R-CNN Arqueologia
Marto et al. (2021) Multissensorial - Patrimonio
Alfonso et al. (2021) Modelo 3D - Turismo
Bonhage et al. (2021) - R-CNN Arqueologia

Fonte: criado pelo autor
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4 Base de Dados

Neste capítulo são apresentadas as bases de dados utilizadas neste trabalho, além
das suas características e estrutura e o objetivo para a sua utilização. Foram desenvolvidos
tipos de bases, uma para registrar digitalmente conteúdo histórico/cultural acerca dos
azulejos e outro para realização do treinamento do algoritmo reconhecedor de azulejos.

4.1 Base de Informações sobre Azulejos
A partir do livro de Alcântara, Brito e Sanjad (2016), com o inventário da azulejaria

de Belém do Pará que contém um banco de dados acerca do patrimônio cultural dos
azulejos de Belém, foi feita a transcrição das tabelas presentes no livro (que está em formato
impresso) para o formato digital, utilizando-se de um editor de planilhas eletrônicas.

Para cada tabela presente do livro, foi criada uma planilha eletrônica contendo
uma tabela com as informações separadas em colunas, tendo como principais atributos:
código de identificação, endereço, bairro e informações quanto a fabricação, características,
aplicações e imagens de azulejos. Após o registro das tabelas na planilha eletrônica, as
informações também foram exportadas para o formato CSV (Comma-Separated Values),
para que seja facilmente importada em outras aplicações. Dessa forma, o objetivo de
transformar essa informação para o formato digital é viabilizar sua utilização por sistemas
computacionais, facilitando assim, a criação de aplicações com esse tema. As tabelas, os
CSVs e informações retiradas, estão disponíveis online1.

As imagens de azulejos foram obtidas através de um processo de escaneamento,
visto que os dados presentes no livro não estão disponíveis em formato digital. Dessa
forma, a Tabela 2 apresenta um total de 274 instâncias de padrões de azulejos, a Tabela 3
apresenta um total de 149 instâncias de cercaduras e frisos, a Figura 4 apresenta um total
de 44 instâncias de registros devocionais e a Figura 5 apresenta um total de 12 instâncias
de painéis e elementos ornamentados.

A Tabela 2 mostra os oito atributos para descrever cada um dos azulejos de padrões
catalogados na base de dados. A primeira coluna mostra o nome dos atributos, a segunda
tem uma breve descrição desse atributo e a última coluna mostra um exemplo contido na
base de dados.

A Tabela 3 mostra os oito atributos para descrever cada um dos azulejos de
guarnições (podem ser entendidos metaforicamente como bordas ou adornos) catalogados
na base de dados. A primeira coluna mostra o nome dos atributos, a segunda tem uma
1 <http://labvis.ufpa.br/AzulejAR/>

 http://labvis.ufpa.br/AzulejAR/
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Tabela 2. Atributos da base sobre as tipologias de Padrões de Azulejos

Nome do Atributo Descrição Exemplo

Azulejo-Código ID atribuído para identificação única
dos registros

Azulejo-PE1-1-1

Procedência Local original de fabricação da peça Lisboa/Portugal

Fábrica Nome da Fábrica Original Viúva Lamego-Constância (Consta do
Catalogo de J. Lino de 1889). Apelido:
Ferradura

Dimensão-Formato Tamanho da peça individual de azulejo 13,4 x 13,4cm

Técnica de Fabricação Material e técnicas utilizadas na para a
fabricação do azulejo

Cerâmica e vidrado Estampilha

Endereço Locais na cidade de Belém onde é pos-
sível encontrar tais azulejos

Trav. Frutuso Guimarães n° 18/30/36,
257/259 ...

Bairro Bairro que contêm os endereços Cidade Velha/Campina

Uso-Aplicação local e técnica de aplicação do azulejo Revestimento de fachada, assenta-
dos por compressão contra argamassa
fresca.

Fonte: versão digital e adaptada de (Alcântara, Brito e Sanjad, 2016)

breve descrição desse atributo e a última coluna mostra um exemplo contido na base de
dados.

Tabela 3. Atributos da base sobre as tipologias de guarnições: cercaduras e frisos

Nome do Atributo Descrição Exemplo

Azulejo-Código ID atribuído para identificação única
dos registros

FE 15-1-1

Procedência Local original de fabricação da peça Lisboa/Portugal

Fábrica Nome da Fábrica Original Viúva Lamego

Dimensão-Formato Tamanho da peça individual de azulejo 13 x 6,3 cm

Técnica de Fabricação Material e técnicas utilizadas na para a
fabricação do azulejo

Cerâmica e vidrado Estampinha

Endereço Locais na cidade de Belém onde é pos-
sível encontrar tais azulejos

Rua Senador Lemos n° 573 ...

Bairro Bairro que contêm os endereços Campina/Reduto/Umarizal

Uso-Aplicação local e técnica de aplicação do azulejo Revestimento de fachada, assenta-
dos por compressão contra argamassa
fresca.

Fonte: versão digital e adaptada de (Alcântara, Brito e Sanjad, 2016)

A Tabela 4 mostra os cinco atributos para descrever cada um dos registros devoci-
onais (um painel de azulejo dedicado à devoção religiosa) catalogados na base de dados. A
primeira coluna mostra o nome dos atributos, a segunda tem uma breve descrição desse
atributo e a última coluna mostra um exemplo contido na base de dados.
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Tabela 4. Atributos da base sobre registros devocionais

Nome do Atributo Descrição Exemplo

Azulejo-Código ID atribuído para identificação única
dos registros

Registro Devocional RD 1-1-1

Técnica de Fabricação Material e técnicas utilizadas na para a
fabricação do azulejo

Estampagem Mecânica

Tema Tema Devocional Nossa Senhora de Fátima

Endereço Locais na cidade de Belém onde é pos-
sível encontrar tais azulejos

Travessa Quintino Bocaiúva n° 945

Bairro Bairro que contêm os endereços Nazaré

Fonte: versão digital e adaptada de (Alcântara, Brito e Sanjad, 2016)

A Tabela 5 mostra os cinco atributos para descrever cada um dos painéis e elementos
ornamentados catalogados na base de dados. A primeira coluna mostra o nome dos atributos,
a segunda tem uma breve descrição desse atributo e a última coluna mostra um exemplo
contido na base de dados.

Tabela 5. Atributos da base sobre painéis e elementos ornamentados

Nome do Atributo Descrição Exemplo

Azulejo-Código ID atribuído para identificação única
dos registros

Painel Ornamento PO1

Técnica de Fabricação Material e técnicas utilizadas na para a
fabricação do azulejo

Cerâmica e Vidrado Meio-relevo

Endereço Locais na cidade de Belém onde é pos-
sível encontrar tais azulejos

Travessa Quintino Bocaiúva n° 1455

Bairro Bairro que contêm os endereços Nazaré

Uso-Aplicação local e técnica de aplicação do azulejo Ornato de fachada, assentados por com-
pressão contra argamassa fresca.

Fonte: versão digital e adaptada de (Alcântara, Brito e Sanjad, 2016)

4.2 Base Imagens de Azulejos para Treinamento da CNN
Apesar dos dados e imagens obtidas das tabelas, para criar uma base de dados

adequada para a realização do treinamento com a rede neural, é necessário um volume
maior de imagens com variedade de tamanhos, iluminação, deformação e distância, para
que o resultado final seja confiável.

Foi utilizada uma CNN para a classificação de azulejo, pois o domínio é bem
específico sendo melhor usar a CNN que aprende as características sozinha. Com isso à
base de dados selecionada (Santos et al., 2017), conta com fotos de azulejos da cidade
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tiradas de três aparelhos celulares diferentes. Sendo divididas em duas bases de dados,
uma contendo 191 fotos de azulejos e outra 865 imagens com foco nos padrões dos azulejos
Adicionalmente, em decorrência a pandemia de Covid-19 houve a impossibilidade de visitar
o interior de certos locais, criando um empecilho na obtenção de novas imagens, foi outra
causa que interferiu na seleção da base de dados. A base de dados conta com imagens
de mansões históricas da cidade de Belém, com azulejos decorando os interiores e as
fachadas. A partir das imagens, Figura 4, foram criadas duas bases de dados, que são
usadas efetivamente para o treinamento.

Figura 4. Exemplos de imagens presentes na 1° base de dados (contendo azulejos e outros
elementos) e na 2° base de dados (contendo apenas azulejos) respectivamente.
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Figure 2. Two images are representing the two test databases. (A) An image containing azulejos and other elements such as 
doors and windows. Moreover, (B) an image containing only azulejos. 

Since the image recognition functionality will work into an AR tool for mobile devices, some 
attributes present in these devices can be used to assist in recognition of azulejos. Hence, this article 
proposes the use of GPS to support the image recognition functionality. 

The GPS data were generated from the geographic location (latitude and longitude) of each 
historic building. The latitude and longitude of each POI were considered to generate more realistic 
data, and at that point, a random (linear) error of a maximum of 10 meters away from the original 
position was added. Thus, the machine learning algorithms can determine the azulejo’s class type, even 
when the user’s GPS is not accurate. 

All the databases generated for training have 12 class types (distinct types of azulejos) to be 
classified per image. Figure 3 shows four azulejos forming a pattern of each 12 types for illustrative 
purposes. The photos belonging to the databases had different lighting, positioning, visual noise, and 
shadow conditions. 

 

Figure 3. The twelve types of azulejos used in the test. These photos are all in good conditions, differently to the photos 
contained in the test databases, which have different lighting, positioning, and visual noise. 

Azulejo recognition was assessed through seven databases with a different strategy for each one. 
These seven databases were subjected to the same machine learning algorithms, using automatic 

Fonte: (Santos et al., 2017)

A 1° base de dados é composta por 191 imagens, coletadas utilizando três diferentes
celulares, sendo que as imagens apresentam diferentes tipos de qualidade, ângulos, sombras,
além de outros elementos presentes (portas, janelas e elementos das fachadas dos edifícios),
que podem vir a dificultar a identificação dos azulejos presentes nas imagens. Em suma, é
a que melhor representa a utilização da aplicação pelo usuário.

A 2° base de dados é composta por 865 imagens, sendo constituída de fragmentos
ou pedaços criados a partir das 191 imagens da 1° base de dados. Tem como objetivo,
filtrar as imagens com o foco nos padrões dos azulejos e descartando outros elementos
presentes nas imagens.

Devido a situação de pandemia do novo corona vírus, período de desenvolvimento
deste trabalho de conclusão de curso, e em respeito as normas de segurança sanitária para
diminuir o contágio do vírus, o teste do protótipo de forma presencial ficou inviabilizado.
Dessa forma, foram adicionadas imagens de azulejos através de fotos da tela do computador.
Essa imagens são suscetíveis a interferências na iluminação, distorções, entro outros. Desse
modo, são treinadas e testadas imagens, pelo algoritmo, capturadas do local o qual os
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azulejos estão e da tela do computador.

A base de dados contém um total de 1164 imagens, distribuídas em doze diferentes
classes de azulejo. Para criação do modelo de classificação, a base de dados foi dividia em
80% das imagens para o treinamento e geração do modelo, e 20% para o teste do modelo
gerado, sendo 931 e 233 imagens respectivamente.

Com isso, a base de dados gerada pelo treino apresenta doze classes de tipos
distintos de azulejos, a Figura 5 mostra os doze tipos de azulejos presentes na base de
dados de forma detalhada, apresentados em uma grade 2x2 (altura e largura) para ilustrar
as classes do treinamento.

Figura 5. Imagem 2x2 dos doze tipos de azulejos presentes na base de dados.
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position was added. Thus, the machine learning algorithms can determine the azulejo’s class type, even 
when the user’s GPS is not accurate. 

All the databases generated for training have 12 class types (distinct types of azulejos) to be 
classified per image. Figure 3 shows four azulejos forming a pattern of each 12 types for illustrative 
purposes. The photos belonging to the databases had different lighting, positioning, visual noise, and 
shadow conditions. 

 

Figure 3. The twelve types of azulejos used in the test. These photos are all in good conditions, differently to the photos 
contained in the test databases, which have different lighting, positioning, and visual noise. 

Azulejo recognition was assessed through seven databases with a different strategy for each one. 
These seven databases were subjected to the same machine learning algorithms, using automatic 

Fonte: (Santos et al., 2017)
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5 Treinamento do Modelo

Neste Capítulo, serão apresentadas etapas referentes ao período de treinamento do
modelo, desde o pré-processamento das imagens, a seleção da rede neural convolucional
utilizada e o treinamento.

5.1 Pré-Processamento
Nessa etapa, é utilizado um pré-processamento para a padronização das dimensões

das imagens presentes nas duas bases de dados. Os dados necessários para o treino são
carregados em disco e é feita a padronização das dimensões das imagens presente nas duas
bases de dados, adicionando barras pretas verticais ou horizontais e para redimensionar as
imagens em de 256×256 pixels sem esticar os azulejos. A figura 6, apresenta um compilado
demonstrativo de quatro imagens presentes em uma das doze classes de azulejos, de forma
a apresentar como as imagens ficam após o processo de padronização.

Figura 6. Compilado demonstrativo de imagens de mesma classe, após a padronização das
dimensões

Fonte: criado pelo autor

Além disso, é importante salientar que é usado o pré-processamento de média zero e
desvio padrão unitário para normalizar as imagens de entrada da rede. Aqui, cada amostra
ou imagem é normalizada pela subtração da média de pixels de toda a imagem, seguida da
divisão pelo desvio padrão das valores de pixels da imagem. Ao final, cada imagem estará
com média e desvio padrão dos valores dos pixels próximos de zero e um, respectivamente.

In = I − µ

σ
(5.1)

A Equação 5.1 apresenta a normalização realizada por imagem. A imagem antes
da normalização é representada por I, e µ e σ são a média e o desvio padrão da imagem
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I, enquanto que In representa a imagem normalizada cujos valores de pixels na imagem
possuem média zero e desvio padrão unitário.

5.2 Seleção da CNN
Foi realizada uma busca aleatória para encontrar a arquitetura e os parâmetros da

CNN utilizada na classificação de azulejos, onde dado um conjunto finito de parâmetros, é
investigada uma combinação aleatória destes para encontrar os que melhor se ajustam a
tarefa proposta neste trabalho (Bergstra e Bengio, 2012).

Foram feitas buscas na quantidade de camadas convolucionais e conectadas, além
da quantidade de filtros e neurônios destas, respectivamente. Apesar disso, as arquiteturas
predefinidas ResNet50, VGG-19 e InceptionV3 também foram testadas na classificação do
azulejos.

Ao finalizar essa busca, observou-se que as arquiteturas predefinidas não apresenta-
ram um bom desempenho na classificação de azulejos, o quais nenhuma desta alcançou
uma acurácia superior a 87%. Porém, a busca aleatória para encontrar uma arquitetura
própria foi bem sucedida. A arquitetura obtida possui 18 camadas, conforme mostra a
Tabela 6.

A arquitetura da CNN para a classificação dos azulejos contém sete camadas
convolucionais, sete camadas pooling e quatro camadas conectadas, conforme apresenta a
Tabela 6. As camadas convolucionais contém de filtros de tamanho 3 × 3 e quantidade
conforme é apresentado na coluna Filtros/neurônios da Tabela 6. As três primeiras camadas
conectadas possuem 1024, 512 e 128 neurônios, respectivamente. Enquanto a quarta e
última camada conectada apresenta 12 neurônios, representando as 12 classes de azulejos.

5.3 Treinamento
O otimizador RMSprop é utilizado para minimizar a função de custo ou perda

(conhecido como loss), com o intuito reduzir a diferença entre a saída esperada e a saída
obtida pela CNN (Bishop, 2006). A taxa de aprendizagem utilizada no treinamento foi de
0, 001. Quanto as interações, foram usadas 100 épocas e lotes (batchs) de 16 imagens.

Considerando que o conjunto de dados de treinamento é relativamente pequeno,
foram gerados lotes de imagens sintéticas em tempo real para o treinamento do modelo,
através de transformações realizadas pela técnica “Data Augmentation’ (Krizhevsky,
Sutskever e Hinton, 2012). As transformações aplicadas foram giro horizontal, translação
variando o pixels entre −30 e 30 nos eixos vertical e horizontal, além de transformações
na escala variando entre 70-130% do tamanho da imagem por eixo.
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Tabela 6. Sumário da arquitetura selecionada.

Camada Tipo Filtros/neurônios Número de parâmetros
1 Convolucional 64 1792
2 Pooling
3 Convolucional 64 36928
4 Pooling
5 Convolucional 32 18464
6 Pooling
7 Convolucional 32 9248
8 Pooling
9 Convolucional 16 4624
10 Pooling
11 Convolucional 16 2320
12 Pooling
13 Convolucional 16 2320
14 Pooling
15 Conectada 1024 66560
16 Conectada 512 524800
17 Conectada 128 65664
18 Conectada 12 1548

Total de parâmetros 734.268
Parâmetros treináveis 734.268

Fonte: criado pelo autor

A Figura 7 apresenta algumas transformações realizadas pelo Data Augmentation.
A imagem mais à esquerda representa uma imagem original, sem transformações, de um
azulejo da classe soberano, já as imagens subsequentes representam as transformações
(incluindo combinações) aplicadas a imagem original.

Figura 7. Exemplo das transformações aplicadas pelo Data Augmentation.

Fonte: criado pelo autor

A Tabela 7 apresenta os resultados obtidos, em termos de acurácia e loss, após a
geração do modelo para classificação de azulejos. Os valores obtidos pela classificação das
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imagens de treinamento mostram que esses dados se ajustam corretamente à aprendizagem
do modelo. O resultado de acurácia, 98, 60% do conjunto de treinamento indica que quase
a totalidade das imagens de treinamento foram classificadas corretamente. Além disso,
o loss, 0, 0622 ver Tabela 7, dos dados de treinamento mostra a minimização eficiente
realizada pelo RMSprop, o qual consegue minimizar significativamente as diferenças entre
as saídas esperadas e obtidas pela rede.

Tabela 7. Resultados dos conjunto de dados de treinamento e teste.

Acurácia (%) Loss
Treinamento 98, 60 0, 0622

Teste 92, 70 0, 2875

Ao analisar os resultados obtidos pelo conjunto de teste, nota-se a qualidade tanto
em termos de acurácia, quanto em termos de loss. A acurácia de 92, 70%, como mostra a
Tabela 7, indica que das 100 imagens utilizadas para o teste do modelo, somente quatro
foram assinaladas erroneamente quanto a classe de azulejo. Além disso, o valor 92, 70%
da acurácia de teste e o valor 98, 60% da acurácia de treinamento indicam que não
houve sobreajuste (do inglês, overfitting) do modelo, ou seja, o modelo classificador de
azulejos mostrou-se eficiente ao generalizar e classificas novas imagens, as quais não foram
designadas ao treinamento. Por fim, assim como nos resultados de treinamento, o valor de
loss de teste mostra a qualidade da otimização feita pelo RMSprop.

A base de dados apresenta certo nível de desbalanceamento entre a quantidade
de imagens de azulejos por classe. Por isso, para melhor elucidar os resultados obtidos
pelas imagens de teste é gerada a matriz de confusão, como mostra a Figura 8. Em classe
verdadeira é mostrada a quantidade de imagens pertencem a determinada classe de azulejo,
enquanto que classe estimada representa as predições feitas pelo modelo gerado.

Dezessete imagens são classificadas erroneamente, como exemplifica a Figura 8.
Destaca-se a classe “pinho”, cinco imagens das vinte e cinco utilizadas para o treinamento
são assinaladas incorretamente, duas são classificadas como sendo os azulejos ‘particular2”
e “sesc”, enquanto uma é classificada como “ihgp”.
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Figura 8. Matriz de confusão dos resultados de classificação das imagens de azulejos de
validação.
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6 Implementação

Neste Capítulo, serão apresentados pontos importantes quanto a implementação do
módulo de classificação de imagens, apresentação dos métodos presentes, além do layout
da aplicação que utilizou o módulo criado.

6.1 Funcionalidades do Protótipo
Nesta seção são apresentadas as principais telas do protótipo reconhecedor de

azulejos. As principais interações do aplicativo desenvolvido são: tirar foto de azulejo,
selecionar azulejo correto da lista de possibilidades e visualizar conteúdo sobre o azulejo
selecionado.

A Figura 9a apresenta a tela inicial do protótipo, onde a câmera é aberta para
capturar a imagem que contenha o azulejo a ser reconhecido. Após a captura da imagem,
através do botão FOTO, a imagem capturada é exibida na tela do smartphone.

(a) (b) (c)

Figura 9. Telas da aplicação em ordem de interação. (A) Tela inicial, possui um botão
que abre a câmera do dispositivo, para tirar a foto. (B) Tela contendo a foto
tirada e o nome das classes juntamente com a acurácia da tarefa de classificação.
(C) Tela com detalhes sobre os azulejos, acessada quando o usuário clica em um
item listado na tela (B).
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A Figura 9b apresenta a tela de classificação do protótipo. Nela, são apresentadas
as quatro classes com maior chance de ser a correta e sua respectiva probabilidade. Os itens
da tela são ordenados de cima para baixo em ordem decrescente de probabilidades. No caso
mostrado na Figura 9b a lista mostra as classes “mercado” com ~99% de probabilidade,
“casaache” com ~0%, “pinho” com ~0% e “largoredondo” com ~0%.

Já a tela apresentada na Figura 9c, mostra o conteúdo referente a classe de azulejo
selecionada pelo usuário na lista, sendo que no caso desse print de tela foi a classe “mercado”.
Essa tela exibe uma imagem do azulejo juntamente com um texto que contém informações
sobre sua historia, período de fabricação e localização.

6.2 Modularização
Programação modular, de forma geral, tem como objetivo a separação das “respon-

sabilidade” presentes em determinado programa, visando o agrupamento de um conjunto
de variáveis e funções que interagem entre si, dessa forma, constituindo um módulo.

Em termos de estrutura e visibilidade das funções e atributos presentes no módulo,
foram utilizadas características de padrões de projeto estrutural facate (Gamma et al.,
1995), sendo o acesso a complexidade do módulo dividida em pública, onde são definidas as
funções que o usuário tem acesso e a parte privada, que contém funções e mecanismos mais
complexos, fora de alcance para o usuário, dessa forma, encapsulando a complexidade das
funções de classificação de imagem e apresentando ao programador, apenas o essencial para
realizar a tarefa de classificação. Dentre as vantagens de utilizar programação modular
(Medina, 2006), destaca-se:

• A facilidade da gerência do desenvolvimento de software, dada a clareza da ferramenta
disponível, o que ela oferece e seu objetivo;

• A facilidade no controle e na questão da garantia da qualidade, devido ao “espaço
delimitado” dentro do módulo;

• Reutilização do módulo desenvolvido, possibilitando uma maior vida útil.

Para este trabalho, foi criado um módulo responsável pela tarefa de leitura do
modelo treinado, e execução da classificação de imagem. O módulo foi criado utilizando um
ambiente de desenvolvimento para a plataforma android, Android Studio, com o intuito
de reunir as funções e passos necessários para a realização da tarefa de classificação, de
forma independente da aplicação. Dessa forma, possibilitando a reutilização e integração
do módulo em outros projetos.
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6.3 Diagrama de Classes
Com o objetivo de apresentar a estrutura e relação entre as classes do projeto e o

módulo de classificação de imagens, a Figura 10 apresenta o diagrama de classe criado a
partir do projeto. Nele, foram definidas todas as classes utilizadas, contando com os seus
atributos, as suas funções e as relações entre elas.

Figura 10. Diagrama de Classe UML

 

Use

Inner Class

Use

MainActivity
- imageView: ImageView
- listView: ListView
- buttomTakePicture: Button
# onCreate(savedInstanceState: Bundle): void
# onActivityResult(request: int, result: int, data: Intent): void
- openCamera(): void

MainActivity2
- textView: TextView
- imageView: ImageView
# onCreate(savedInstanceState: Bundle): void
- writeTextView(textview: TextView, id: String): void

Recognition
- name: String
- confidence: float
+ Recognition(name: String, confidence: float)
+ toString(): String
+ compareTo(obj: Object): int

ImageClassifier
- image_STD: float
- image_MEAN: float
- tensorClassifier: Interpreter
- inputImageBuffer: TensorImage
- labels: List<String>
+ ImageClassifier(classifierModel: MappedByteBuffer, labels: List<String>)
+ recognizeImage(bitmap: Bitmap, sensorOrientation: int): List<Recognition>
- loadImage(bitmap: Bitmap, sensorOrientation: int): TensorImage

As classes “MainActivity” e “MainActivity2” são responsáveis pelo controle das
interações entre o usuário e a interface, sendo também o papel da “MainActivity”, o envio
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dos dados necessários para a definição do modelo de treino que será utilizado, juntamente
com as classes ou “labels” presentes no modelo. Em adição, a “MainActivity” recebe os
resultados da classificação e disponibiliza os dados ao usuário através da interface.

A classe “ImageClassifier” é instanciada na “MainActivity” onde são informados
o modelo e o label a serem utilizados. Dessa forma, quando o usuário faz a interação
de tirar foto, a imagem capturada é transformada para o formato de bitmap e enviada
para “ImageClassifier” para fazer a tarefa de classificação. Feita a classificação, os nomes
dos labels (nome) e os valores de acurácia (confidence) são salvos em uma sublista de
“Recognition”.

6.4 Diagrama de Sequência
Com o objetivo de apresentar, de forma visual, as interações presentes durante o

uso da aplicação, a Figura 11 apresenta o diagrama de sequência, que abrange desde a
interação inicial do usuário, até a última tela de interação. Dessa forma, o diagrama é
constituído pelo ator(Usuário) e pelos componentes(Interface, MainActivity, MainActivity2
e ImageClassifier).

Figura 11. Diagrama de Sequência UML

MainActivity

hasPermission()

OpenCamera()

Interface ImageClassifier

recognizeImage()

loadImage()

onClick() CALL

Intent, Camera_RequestOpen Device Camera

Take Picture (onActivityResult) setImageBitmap

List<ImageClassifier.Recognition>
ListView , ImageView : INFO

Show INFO

OnActivityResult() : CALL
Click in Listview Item

Request for Camera

MainActivity2

onCreate()

writeTextView()

TextView : INFO
Show INFO

onItemClick()

startActivityIntent()

O diagrama de sequência segue a ordem de interação mostrado na Figura 9 (verificar
a seção 6.1), sendo que, o usuário clica no botão da tela inicial, a MainActivity capta à
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interação e solicita as permissões necessárias para utilizar a câmera do dispositivo, com
as permissões, a câmera é acessada e o usuário tira a foto, em seguida, a foto é captada
pela MainActivity e transformada em Bitmap para então ser enviada ao componente
ImageClassifier, responsável pela classificação de imagem.

No Componente ImageClassifer a imagem em bitmap passa por diversas trans-
formações com o intuito de seguir os padrões do modelo utilizado para a classificação.
Após a classificação, é gerada uma lista com instancias de Recoginition(classe interna a
ImageClassifier) para cada um dos labels(classes presentes no modelo treinado). Sendo que
cada instancia de Recognition contem uma variável “String” de chave identificadora e uma
variável “float” contendo os valores de acurácia recebidos apos a classificação.

Após a criação da lista, esta é apresentada ao usuário juntamente com a foto tirada
na segunda tela da aplicação. Com isso, o usuário pode clicar nos itens apresentados
em formato de lista na tela, sendo então direcionado para a última tela que apresenta
informações históricas sobre o azulejo.

6.5 Utilização do Módulo
Tendo em vista o objetivo de criar um módulo que possa ser reutilizável em outros

projetos, que venham a utilizar da classificação de imagens, foram reunidas no módulo
as funções necessárias para possibilitar a tarefa de classificação de forma clara, onde o
usuário informa apenas as informações sobre as classes e o modelo que será utilizado.

Tendo em vista a facilidade de uso do módulo em outros projetos, é necessário
importar o módulo e adicionar algumas dependências necessárias, no Android Studio é
possível fazer o “import” na opção de arquivo, como exemplificado na Figura 12. Depois
de importar o módulo é necessário adicionar ao build.gradle do projeto, as dependências
do tensorflow lite, Figura 13. Dessa forma, possibilitando criar uma instancia da classe
ImageClassifier presente no módulo. Por fim, o programador deve salvar o modelo treinado
e o arquivo com as classes na pasta assets do projeto do android studio.
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Figura 12. Importando módulo em novo projeto.

Figura 13. Dependências necessárias no build.gradle do novo projeto.

Figura 14. Adicionar modelo (model.tflite) e arquivo com classes (labels.txt) no projeto.
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7 Conclusão

Este trabalho de conclusão de curso, apresentou a aplicação de uma rede neural
convolucional na classificação de azulejos históricos na cidade de Belém do Pará. Para isso,
foi criada um módulo de classificação de imagem utilizando as bibliotecas do ambiente
Tensorflow, com o objetivo de reutilizar o módulo criado em diferentes projetos que neces-
sitem da tarefa de classificação. Além disso, referente aos azulejos, foi feita a transcrição
de uma tabela contendo um inventário da azulejaria de Belém do Pará para o formato
digital.

Em referência a aquisição do conhecimento necessário para a execução do trabalho,
foi feita uma pesquisa em diversos artigos, visando outras aplicações desenvolvidas com
temas semelhantes além de informações mais detalhadas de assuntos que seriam abordados,
com o intuito de ter uma visão concreta do que poderia ser desenvolvido.

Em relação a utilização de uma CNN para a tarefa de classificação de imagens, foi
utilizada uma arquitetura de dezoito camadas obtida através de uma busca exploratória. A
base de dados selecionada para o treinamento, apresenta doze classes de azulejos com um
total de 1164 imagens, sendo estas, tiradas de diferentes aparelhos celulares e contando com
diferentes ângulos, iluminação, sombra, além de outros elementos. Quanto ao treinamento
do modelo, a base de dados foi dividida entre imagens para ao treino e geração do modelo,
com 80%, e imagens para o teste do modelo, com 20%. Devido ao número de imagens
ser relativamente pequeno, foi utilizada a técnica “Data Augmentation” para a geração
de imagens sintéticas. Em adição, devido a indisponibilidade de locomoção decorrente
a pandemia de Covid-19, foram inseridas imagem de azulejos tiradas do monitor de
computadores, sendo necessário o uso de transformações referentes a interferências de
iluminação. Durante o treinamento, o valor da acurácia foi de 98, 60% indicando que quase
todas as imagens do trino foram classificadas corretamente e o valor de perda de 0, 0622%.
Durante a fase de testes com a aplicação, os valores de acurácia e perda marcaram os
valores de 92, 70% e 0, 2875% respectivamente, atestando a qualidade do treinamento.

Em relação as contribuições deste trabalho, tendo em vista aplicações desenvolvidas
em projetos semelhantes voltados para a questão cultural e turismo, foi decidido pela
criação de um módulo de classificação, que reuni as funções e interações necessárias para
executar a tarefa de classificação de imagem. Com isso, o módulo foi criado visando
apresentar ao programador apenas as ferramentas essenciais para a tarefa.

Em adição, é importante citar a transcrição da tabela presente no inventário da
azulejaria de Belém do Pará para o formato digital, contando com 479 imagens de diferentes
azulejos, além de diversas informações sobre cada um destes. Dessa forma, a tabela criada
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pode ser utilizada tanto em relação as informações contidas, oferecem uma boa fonte de
dados para construções de modelos maiores, quanto para a disponibilidade das informações,
que podem ser usadas um outros projetos com outras finalidades.

Quanto aos trabalhos futuros, em relação a aplicação possíveis integrações com
tecnologia de localização (GPS) e possibilidade de utilização da realidade aumentada.
Além da utilização da tabela e suas informações extraídas para criação de modelos de
treino maiores. A tabela e informações retiradas, estão disponivel online1.

1 <http://labvis.ufpa.br/AzulejAR/>

 http://labvis.ufpa.br/AzulejAR/
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